Balanced model reduction of linear systems with nonzero initial conditions: singular perturbation approximation
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Abstract. In this article we study balanced model reduction of linear control systems using the singular perturbation approximation. Balanced model reduction techniques have been successfully applied to systems with homogeneous initial conditions, with one of their most important features being a priori $L^2$ and $H^\infty$ bounds for the approximation error. The main focus of this work is to derive an $L^2$ error bound for the singular perturbation approximation for system with inhomogeneous initial conditions, extending related work on balanced truncation. All theoretical results are validated numerically, and relations with existing work are discussed from a conceptual and computational point of view.

1. Introduction. Balanced model reduction of linear control systems has been under investigation for quite a long time due to the ubiquity of large-scale linear systems in a wide range of applications in science and engineering [2]. For example, the semi-discretization of partial differential equations describing physical, chemical or biological phenomena results in high-dimensional linear time-invariant (LTI) systems of the form

$$\frac{dx}{dt} = Ax + Bu, \quad x(t_0) = x_0$$

$$y = Cx + Du$$

(1)

where $x \in \mathbb{R}^n$ is an $n$-dimensional state vector, $u \in \mathbb{R}^m$ and $y \in \mathbb{R}^l$ are input and output variables, and $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{l \times n}$, and $D \in \mathbb{R}^{l \times m}$ are matrices of appropriate size. A common feature of (1) is that it is high-dimensional, with $n$ ranging from a few tens to several thousands as in control problems for large flexible space structures, and that it displays a variety of time scales. If the time scales in the system are well separated, it is possible to eliminate the fast degrees of freedom and to derive low-order reduced models, using averaging and homogenisation techniques. Homogenisation of feedback and open-loop control systems has been studied by various authors [1, 6, 11, 20]. In many applications, however, an explicit smallness parameter that characterises the time scales present in the dynamics is not available, so that perturbative methods such as averaging or homogenisation cannot be applied. Balanced model reduction going back to Moore [24] provides a rational basis for various approximation techniques such as Hankel norm approximations [33] or the singular perturbation approximation [25], and it includes easily computable error bounds [13]; see also [2, 34] and the references given there. The general idea of balanced model reduction is to restrict the system to the subspace of easily controllable and observable states which can be determined by the Hankel singular values associated with the system. All these methods give a stable reduced system and a guaranteed upper bound of the approximation error, provided that the initial conditions are homogeneous, i.e. $x_0 = 0$ in equation (1).
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Interestingly and despite of the relevance of the problem, balanced model reduction of linear systems with inhomogeneous initial conditions has received very little attention, with [4, 16, 10] being the only exceptions known to the authors. In these papers, the authors extend balanced truncation to the case of inhomogeneous initial conditions (in case of [16] using an $L^2$ regularisation of the non-smooth input due to the initial data). In spirit, our approach here is similar to the paper [4] and the recent PhD thesis [10] by one of the authors of this article, but we consider a balanced version of the singular perturbation approximation (SPA). For homogeneous systems it is known that, although balanced truncation (BT) and SPA have the same $H^\infty$ error bound, the frequency characteristics of both methods are contrary to each other, in that balanced truncation yields a smaller error at high frequencies whereas SPA gives a better approximation at low frequencies [21]. Many of the properties of the SPA can be related to the properties of the corresponding truncated system through the balanced reciprocal system as is shown in [25], and our approach, as is detailed below, largely exploits the reciprocity relations between the corresponding transfer functions.

Typical applications, in which nonzero initial conditions play a role, involve the optimal control of partial differential equations [7] and piecewise-linear model reduction that is used in circuit design [31], model predictive control [8], computational fluid dynamics [14], or uncertainty quantification [12], to mention just a few examples. The SPA comes into play whenever high model fidelity at low frequencies is sought, i.e., when the reduced-order model ought to approximate the slow modes accurately. Capturing the low frequency modes rather than the high frequency (i.e. fast) modes may be relevant when the model is used for predicting long-term effects (e.g. [29]). In contrast, balanced truncation that aims at approximating high frequency modes may be relevant for problems such as circuit design (e.g. [23]). We mention the closely related linear quadratic regulator problems, that are among the most actively investigated SPA of linear control problems [27, 28]. Nevertheless the approaches therein are very different from ours, in that they are based on asymptotics and limit arguments, whereas our error bound is not based on a small parameter that goes to zero. Hence we believe that our approach can be relevant for obtaining high-fidelity reduced-order models when solving optimal feedback control problems in situations in which a small parameter is not available.

The outline of the article is as follows: Section 2 reviews the standard $H^\infty$ error bound for balanced model reduction with zero initial conditions, introduces the main result and briefly discusses related work. In Section 3 we prove the main result, the SPA error bound in case of nonzero initial conditions, and discuss variations, along with computational aspects and related work. Numerical examples in Section 4 illustrate the theoretical findings. Finally, we conclude the article with a brief discussion in Section 5. The Appendix records various properties of reciprocal systems that are relevant for the proof of the error bound.

### 2. Preliminaries

Consider the linear time-invariant system of the form (1) with initial data $(t_0, x_0) = (0, 0)$. The associated transfer function is given by

$$G(s) = C(sI - A)^{-1}B + D.$$  

We assume that the system characterised by the system matrices $A, B, C, D$ satisfies:

**Assumption 1.** The system (1) is asymptotically stable. Furthermore the matrix pair $(A, B)$
is controllable and the pair \((A, C)\) is observable.

By the above assumption, the controllability and observability Gramians \(W_c\) and \(W_o\) are the unique symmetric positive definite solutions to the pair of Lyapunov equations

\[
\begin{align*}
AW_c + W_c A^T + BB^T &= 0 \\
W_o A + A^T W_o + C^T C &= 0
\end{align*}
\]

We call \((1)\) balanced if the Gramians are equal and diagonal, \(W_c = W_o = \text{diag}(\sigma_1, \ldots, \sigma_n)\) for some real numbers \(\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n > 0\), called Hankel singular values (HSV). For a general system of the standard form \((1)\), let \(S \in \mathbb{R}^{n \times n}\) a regular matrix with the property

\[
SW_c S^T = S^{-T} W_o S^{-1} = \text{diag}(\sigma_1, \ldots, \sigma_n).
\]

Then the system with coefficient matrices

\[
(SAS^{-1}, SB, CS^{-1}, D)
\]

is balanced. In the following and unless further notice is given, we assume that our system is balanced:

**Assumption 2.** Let \(1 \leq r \leq n\). The system \((1)\) with coefficients \((A, B, C, D)\) is balanced, and the matrices \(A, B, C\) are conformingly partitioned as

\[
A = \begin{pmatrix} A_{11} & A_{12} \\
A_{21} & A_{22} \end{pmatrix}, \quad B = \begin{pmatrix} B_1 \\
B_2 \end{pmatrix}, \quad C = \begin{pmatrix} C_1 & C_2 \end{pmatrix},
\]

where \(A_{11}, A_{12}, \ldots, B_1, \ldots, \) etc. are matrices of sizes \(r \times r, r \times (n-r), \ldots, r \times m, \ldots, \) etc.

Written in partitioned form, equation \((1)\) reads

\[
\begin{align*}
\dot{x}_1 &= A_{11} x_1 + A_{12} x_2 + B_1 u, \quad x_1(0) = 0 \\
\dot{x}_2 &= A_{21} x_1 + A_{22} x_2 + B_2 u, \quad x_2(0) = 0 \\
y &= C_1 x_2 + C_2 x_2 + D u,
\end{align*}
\]

where the dot denotes time derivative. Applying balanced truncation to the balanced system \((6)\) amounts to setting \(x_2 = 0\), which yields a reduced \(r\)-th order system of the form \([2, 34]\)

\[
\begin{align*}
\dot{x}_r &= A_{11} x_r + B_1 u, \quad x_r(0) = 0 \\
y_r &= C_1 x_r + D u,
\end{align*}
\]

with transfer function

\[
G_r(s) = C_1 (sI - A_{11})^{-1} B_1 + D
\]

The next result is standard (see e.g. \([2]\))

**Theorem 1.** Let \((A_r, B_r, C_r, D_r)\) be the rank-\(r\) approximation of \((1)\) with transfer function \(G_r\). If \(\Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_r)\) and \(\Sigma_2 = \text{diag}(\sigma_{r+1}, \ldots, \sigma_n)\) have no common element, then

\[
\|G - G_r\|_{H^\infty} \leq 2\text{tr}(\Sigma_2)
\]

where \(\|G\|_{H^\infty} = \max\{\|G(i\omega)\|_2 : \omega \in \mathbb{R}\}\) denotes the \(H^\infty\) norm.
The aim of this paper is to study the SPA for systems with inhomogeneous initial data. The validity of the SPA, even for the homogeneous case, requires an extra assumption:

**Assumption 3.** All eigenvalues of the matrix $A_{22}$ have strictly negative real part.

Now, formally, the SPA amounts to setting $\dot{x}_2 = 0$ in (6) and solving the second equation for $x_2$, which yields a reduced system of the form (assuming that $u(0) = 0$)

$$
\frac{d\tilde{x}_r}{dt} = (A_{11} - A_{12}A_{22}^{-1}A_{21})\tilde{x}_r + (B_1 - A_{12}A_{22}^{-1}B_2)u,
$$

$$
\tilde{y}_r = (C_1 - C_2A_{22}^{-1}A_{21})\tilde{x}_r + (D - C_2A_{22}^{-1}B_2)u,
$$

with corresponding transfer function $\tilde{G}_r$. The error bound of Theorem 1 equally applies to $\tilde{G}_r$ as has been shown in [22]. As our result builds on the homogeneous SPA error bound, we give a short sketch of derivation in Appendix A for the reader’s convenience.

**Remark 1.** Assumption 3 is standard for singularly perturbed systems of differential equations. It is not particularly restrictive as stability of $A_{22}$ follows from the stability of the balanced matrix $A$ under fairly mild conditions (cf. [2, Thm. 7.9, Part I] or [5]).

2.1. **Main result and related work.** Even though the error bound of Theorem 1 holds for both balanced truncation and the SPA, it is not valid if $x_0 \neq 0$, in fact the error can grow unboundedly, depending on the initial data. Balanced truncation of linear systems with nonzero initial conditions has been analysed only recently in [4, 16], and this work is devoted to an extension of these results to the SPA. If there is a given initial condition $x_0$, a possible remedy (see [3]) is to do a translation $x \mapsto x - x_0$ of the state vector, but often the initial condition may either not be known a priori or change in the course of a simulation. Therefore we adopt a different approach that is in the spirit of the aforementioned paper [16] and assume that the initial conditions $x_0$ lie in the column space of some matrix $M \in \mathbb{R}^{n \times k}$.

An obvious idea could then be to consider $x_0 = Mz_0$ for some variable $z_0 \in \mathbb{R}^k$ and to treat $M$ as an extra input matrix, which would give rise to the augmented transfer function

$$
G_a(s) = C(sI - A)^{-1}[B \ M] + D.
$$

Treating the initial conditions on the same footing as the control $u$, however, is problematic, because such an input would be of the form $u_t = z_0\delta(t - t_0)$, but clearly $\delta(\cdot) \notin L^2$, and hence the associated transfer function $G_a$ would not be well-defined. In the article [16], the authors have proposed to replace the Dirac delta function $\delta(\cdot)$ by a suitable $L^2$ regularization $\delta_\epsilon(\cdot)$ which then yields an error bound that depends on the particular regularization and the parameter $\epsilon > 0$ (and which necessarily degrades as $\epsilon \to 0$).

Here we follow a slightly different route and separately estimate the two sources of error in the $L^2$ norm coming from the smooth input $u$ and the initial conditions $x_0 = Mz_0$. To this end let $f: [t_0, \infty) \to \mathbb{R}^l$ be a measurable function and define the corresponding $L^2$-norm as

$$
\|f\|_{L^2} = \sqrt{\int_{t_0}^{\infty} |f(t)|^2 \, dt}.
$$
Our main result, Theorem 2 below, that will be proved in the next section is the following $L^2$ error bound for the singular perturbation approximation of (1):

$$ \|y - \tilde{y}_r\|_{L^2} \leq c_r \|z_0\|_2 + 2\text{tr}(\Sigma_2)\|u\|_{L^2} $$

with a constant $c_r = c_r(A, M, C)$ that is related to the $H^2$ norm of the auxiliary system $(A, M, C, 0)$ and that goes to zero as the rank $r$ of the reduced model goes to $n$.

A similar approach has been taken in the recent article [4] for balanced truncation, where the main difference is that therein—besides the fact that our result holds for the SPA—the control part $(A, B, C, D)$ and the auxiliary system $(A, M, C, 0)$ are balanced separately, whereas we suggest to balance only the control part and to reduce the auxiliary system correspondingly, which, depending on the rank of the matrix $M$, is computationally far less expensive. The advantages and disadvantages of both approaches will be discussed later on in Sections 3.2 and 4, but we stress that it possible to adapt our error bound to the framework of [4]. Related results are have been obtained in the PhD thesis [10], however the error bound for the auxiliary system is clearly suboptimal compared to the one derived in this paper.

3. Singular perturbation approximation of systems with nonzero initial conditions. We shall now derive an error bound for the SPA of a linear system with nonzero initial conditions. Our strategy is based the representation of the SPA as a reciprocal truncated system (see Appendix A). To this end recall that the reciprocal system (57) to (1) has the coefficients

$$ \hat{A} = A^{-1} \quad \hat{B} = A^{-1}B \quad \hat{C} = -CA^{-1} \quad \hat{D} = D - CA^{-1}B. $$

Let the initial condition of the reciprocal system be defined by

$$ \hat{x}_0 = x_0 = (\eta, \xi)^T, $$

with $(\eta, \xi)$ denoting the partitioning of the initial conditions into non-negligible and negligible components. The partitioned reciprocal system with nonzero initial conditions now reads

$$ \frac{d\hat{x}_1}{dt} = \hat{A}_{11}\hat{x}_1 + \hat{A}_{12}\hat{x}_2 + \hat{B}_1u, \quad \hat{x}_1(t_0) = \eta $$

$$ \frac{d\hat{x}_2}{dt} = \hat{A}_{21}\hat{x}_1 + \hat{A}_{22}\hat{x}_2 + \hat{B}_2u, \quad \hat{x}_2(t_0) = \xi $$

Formally, balanced truncation amounts to setting the second component $\hat{x}_2$—and thus $\xi$—to zero, which then yields the reduced system

$$ \frac{d\tilde{x}_r}{dt} = \hat{A}_{11}\tilde{x}_r + \hat{B}_1u, \quad \tilde{x}_r(t_0) = \eta $$

$$ \tilde{y}_r = \hat{C}_1\tilde{x}_r + \hat{D}_1u, $$

with the coefficients as given by (62). A natural candidate for the SPA thus is

$$ \frac{d\tilde{x}_r}{dt} = (A_{11} - A_{12}A_{22}^{-1}A_{21})\tilde{x}_r + (B_1 - A_{12}A_{22}^{-1}B_2)u, \quad \tilde{x}_r(t_0) = \eta $$

$$ \tilde{y}_r = (C_1 - C_2A_{22}^{-1}A_{21})\tilde{x}_r + (D - C_2A_{22}^{-1}B_2)u. $$

Throughout this article, we use the notation $\hat{y}, \hat{y}_r, \hat{G}, \hat{G}_r$, etc. to denote reciprocal systems and their approximants, and $\tilde{y}_r, \hat{G}_r$ for the corresponding SPA.
**Loss of reciprocality.** Before we estimate of the approximation error between (1) and (18), let us first study the relation between the corresponding transfer functions. To this end, let

\[
g(t) = \hat{C} e^{\hat{A}(t-t_0)} \hat{x}_0 + \hat{C} \int_{t_0}^t e^{\hat{A}(t-s)} \hat{B} u(s) ds + \hat{D} u(t)
\]

be the solution of (16) with initial condition \( \hat{x}_0 = Mz_0 = (\eta, \xi) \). Identifying the transfer function \( \hat{H} \) with the Laplace transform of the linear map that maps the augmented input \((z_0, u) \in \mathbb{R}^k \times L^2([t_0, \infty), \mathbb{R}^m)\) to the function \( \hat{y} \in L^2([t_0, \infty), \mathbb{R}^l) \), we obtain

\[
\hat{H}(s) = \hat{g}(s) + \hat{G}(s)
\]

for the transfer function of the inhomogeneous system, with

\[
\hat{g}(s) = \hat{C}(sI - \hat{A})^{-1} M, \quad \hat{G}(s) = \hat{C}(sI - \hat{A})^{-1} \hat{B} + \hat{D}
\]

representing the transfer functions of the auxiliary and the control system. By Lemma 5 in the appendix it holds that

\[
G(s) = \hat{G}(1/s),
\]

where \( G \) is the transfer function associated with the linear map

\[
(\Gamma u)(t) = C \int_{t_0}^t e^{A(t-s)} Bu(s) ds + Du(t),
\]

i.e., the solution of the original system (1) with initial condition \( x_0 = 0 \). Nevertheless,

\[
H(s) \neq \hat{H}(1/s)
\]

since the transfer functions \( \hat{g} \) and \( g(s) = C(sI - A)^{-1} M \) associated with the auxiliary systems are not reciprocal to each other. As a consequence, the initial condition changes the reciprocity relation between the transfer functions which is due to the fact that we do not treat the matrix \( M \) as an extra input matrix, like the matrix \( B \).

**Remark 2.** It is possible to restore reciprocality by replacing the matrix \( M \) in (21) by \( \hat{M} = A^{-1} M = \hat{A} M \) and adding the constant feedthrough term

\[
\hat{E} = -\hat{C} \hat{A}^{-1} \hat{M} z_0
\]

to the second equation in (16). However, unless \( z_0 = 0 \), this would mean that \( y \notin L^2 \), contradicting the overall balancing procedure (see also the paragraph “Discussion” below).

**3.1. Approximation error.** We will now estimate the approximation error between (1) and (18) by separately estimating the contributions coming from the auxiliary system and the control part. The following Theorem provides an error bound in \( L^2([t_0, \infty), \mathbb{R}^l) \).
Theorem 2. Let (1) satisfy Assumptions 1–3, with nonzero initial conditions \( x_0 = Mz_0 \) for some matrix \( M = (M_1^T M_2^T)^T \in \mathbb{R}^{n \times k} \) and an arbitrary vector \( z_0 \in \mathbb{R}^k \). Further let \( \tilde{y}_r \) be the output of (18) with initial conditions \( \tilde{x}_r(0) = M_1 z_0 \). Then

\[
\|y - \tilde{y}_r\|_{L^2} \leq c_r \|z_0\|_2 + 2 \text{tr}(\Sigma_2) \|u\|_{L^2},
\]

with

\[
c_r = \sqrt{\text{tr} \left( (M^T M_1^T) \left( \begin{array}{cc} \Sigma & -U \\ -U^T & \Sigma_1 \end{array} \right) \left( \begin{array}{c} M \\ M_1 \end{array} \right) \right)}
\]

where \( \Sigma = \text{diag}(\Sigma_1, \Sigma_2) \in \mathbb{R}^{n \times n} \) is the matrix of Hankel singular values of the homogeneous control system, and \( U \in \mathbb{R}^{n \times r} \) denotes the solutions to the Sylvester equation

\[
A^T U + U \tilde{A}_1 = -C^T \tilde{C}_1.
\]

Proof. Without loss of generality, we set \( t_0 = 0 \) and introduce the shorthands

\[
\gamma(t) = Ce^{At} M, \quad \tilde{\gamma}_r = \tilde{C}_1 e^{\tilde{A}_1 t} M_1
\]

for the auxiliary flow part, with the coefficients

\[
\tilde{A}_1 = A_{11} - A_{12} A_{22}^{-1} A_{21}, \quad \tilde{M}_1 = M_1, \quad \tilde{C}_1 = C_1 - C_2 A_{22}^{-1} A_{21}.
\]

Further let \( \Gamma, \tilde{\Gamma}_r \) denote the corresponding flow parts with \( \Gamma \) as given by (23) for \( t_0 = 0 \) and

\[
(\tilde{\Gamma}_r u)(t) = \tilde{C}_1 \int_{t_0}^t e^{\tilde{A}_1(t-s)} \tilde{B}_1 u(s) ds + \tilde{D}_1 u(t) \quad (t_0 = 0)
\]

where

\[
\tilde{B}_1 = B_1 - A_{12} A_{22}^{-1} B_2, \quad \tilde{D}_1 = D - C_2 A_{22}^{-1} B_2.
\]

The triangle inequality and the submultiplicativity of the \( L^2 \) norm then entail

\[
\|y - \tilde{y}_r\|_{L^2} \leq \|\gamma - \tilde{\gamma}_r\|_{L^2} \|z_0\|_2 + \|\Gamma - \tilde{\Gamma}_r\|_{L^2} \|u\|_{L^2}.
\]

Now, by Corollary 6 and the isometry between the time and frequency domain spaces \( L^2 \) and \( H^2 \), the second term can be bounded by the standard \( H^\infty \) error bound (see e.g. [2, Prop. 5.2]):

\[
\|\Gamma - \tilde{\Gamma}_r\|_{L^2} = \sup_{u \in L^2} \frac{\| (\Gamma - \tilde{\Gamma}_r) u \|_{L^2}}{\|u\|_{L^2}} = \sup_{\omega \in \mathbb{R}} \| (\Gamma(i\omega) - \tilde{\Gamma}_r(i\omega) \|_2 \leq 2 \text{tr}(\Sigma_2)
\]

The first term in (33) is recognised as the difference of the impulse responses of the full and the truncated reciprocal system, which equals (see e.g. [2, Sec. 5.5.1])

\[
\|\gamma - \tilde{\gamma}_r\|_{L^2} = \sqrt{\int_0^\infty \text{tr} ( (\gamma(t) - \tilde{\gamma}_r(t))^T (\gamma(t) - \tilde{\gamma}_r(t)) ) dt}.
\]
The difference \( \gamma_e = \gamma - \tilde{\gamma}_r \) can be formally represented by an LTI system \( \Sigma_e = (A_e, M_e, C_e, 0) \) with the coefficients

\[
(36) \quad \Sigma_e = \begin{pmatrix}
A_{11} & A_{12} & 0 & M_1 \\
A_{21} & A_{22} & 0 & M_2 \\
0 & 0 & \tilde{A}_1 & \tilde{M}_1 \\
C_1 & C_2 & -\tilde{C}_1 & 0
\end{pmatrix}.
\]

By interchanging the integral with the trace in (35) and using the invariance of the trace under cyclic permutations, it can be seen that the \( L^2 \) norm of \( \hat{\gamma}_e \) can be expressed in terms of the observability Gramian \( P_e \) associated with \( \Sigma_e \):

\[
(37) \quad \|\gamma_e\|_{L^2}^2 = \int_0^\infty \text{tr} \left( C_e e^{A_e t} M_e M_e^T e^{A_e^T t} C_e^T \right) \, dt = \text{tr}(M_e^T P_e M_e),
\]

with the Gramian \( P_e \) being the solution of the Lyapunov equation

\[
(38) \quad A_e^T P_e + P A_e = -C_e^T C_e.
\]

The specific form of the Gramian,

\[
(39) \quad P_e = \begin{pmatrix}
\Sigma & -U \\
-U^T & \Sigma_1
\end{pmatrix},
\]

follows from the Sylvester equation (28) and by noting that both the original system and its the SPA are output balanced with Gramians \( \Sigma \) and \( \Sigma_1 \), respectively, i.e.,

\[
(40) \quad A^T \Sigma + \Sigma A = -C^T C, \quad \tilde{A}_1^T \Sigma_1 + \Sigma_1 \tilde{A}_1 = -\tilde{C}_1^T \tilde{C}_1,
\]

The second Lyapunov equation is balanced, as follows from Lemma 4 and the fact that the coefficients \( \tilde{A}_1 \) and \( \tilde{C}_1 \) are reciprocal to the truncated balanced coefficients (62).

3.2. Discussion. We will now discuss the error bound and its relation to existing work. In particular, we shall discuss the role of the initial conditions in the construction of the reduced model, which is not included in the balancing procedure and, as a consequence, in the construction of the low-dimensional subspace, on which the reduced dynamics live. First of all, observe that an equivalent representation of (27) is given by

\[
(41) \quad c_r = \sqrt{\text{tr} \left( M_2^T \Sigma_2 M_2 + 2M_1^T \Sigma_1 M_1 - 2M_1^T U_1 M_1 - 2M_2^T U_2 M_1 \right)}
\]

where \( U_1 \in \mathbb{R}^{r \times r} \) and \( U_2 \in \mathbb{R}^{(n-r) \times r} \) denote the partitioning of \( U = (U_1, U_2)^T \in \mathbb{R}^{n \times r} \). It is plausible that, depending on the specific application, one has control over the initial condition \( \eta \in \text{range}(M_1) \) by virtue of \( M_1 \), but not over \( \xi \in \text{range}(M_2) \). Therefore, we define

\[
(42) \quad \theta(M_2) = c_r
\]

and ask for which choices of \( M_2 \)—with \( M_1 \) given—the error due to the initial conditions will be extremal, with the aim of identifying typical scenarios and best-case scenarios for the approximation error. Clearly, by the submultiplicativity of the Frobenius norm,

\[
(43) \quad \sup_{\|M_2\| \leq 1} \theta(M_2) < \infty
\]
where $\| \cdot \|$ is any matrix norm, in other words, the approximation error is bounded from above. Now recall that the SPA via the reciprocal system (17) amounts to setting $M_2 = 0$. However, since $\Sigma > 0$, the function $\theta$ has a unique minimum that is attained at

$$M_2^* = \Sigma_2^{-1}U_2M_1,$$

which is our best-case scenario for the approximation error, where

$$\theta(M_2^*) - \theta(0) = -M_2^T U_2^T \Sigma_2^{-1}U_2M_1 \leq 0.$$

Therefore truncating the initial condition at $M_2 = 0$, which was the basis of the derivation of the SPA (18) from the reciprocal system (17), will not be optimal in general in terms of the error bound, even though the difference may be negligible in practice (see Section 4).

**Time scale separation limit.** Another scenario is obtained by choosing $M_2$, so that the initial conditions remain consistent with the “standard” SPA of uncontrolled linear system [18, 19]. To see what this means, let $0 < \epsilon \ll 1$ and consider the dynamics

$$\begin{align*}
\dot{x}_1^\epsilon &= A_{11}x_1^\epsilon + A_{12}x_2^\epsilon, & x_1^\epsilon(0) &= M_1 z_0 \\
\epsilon \dot{x}_2^\epsilon &= A_{21}x_1^\epsilon + A_{22}x_2^\epsilon, & x_2^\epsilon(0) &= M_2 z_0 \\
y^\epsilon &= C_1x_2^\epsilon + C_2x_2^\epsilon,
\end{align*}$$

which is a variant of (6) with inhomogeneous initial conditions, $x^\epsilon(0) \neq 0$, but with zero control $u = 0$. For $0 < \epsilon \ll 1$ the system is stiff and under the Assumptions 1–3, the limiting dynamics as $\epsilon \downarrow 0$ is governed by the differential algebraic equation\(^2\)

$$\begin{align*}
\dot{x}_1 &= A_{11}x_1 + A_{12}x_2, & x_1(0) &= M_1 z_0 \\
0 &= A_{21}x_1 + A_{22}x_2 \\
y &= C_1x_2 + C_2x_2.
\end{align*}$$

It can be shown (e.g, [17]) that a uniform $\mathcal{O}(\epsilon)$-approximation on the time interval $[0, T]$ requires that the initial conditions in (46) satisfy the algebraic equation

$$A_{21}x_1^\epsilon(0) + A_{22}x_2^\epsilon(0) = 0;$$

otherwise the approximation error will be $\mathcal{O}(1)$ in a transient initial layer of length $\sqrt{\epsilon}$, and it will be $\mathcal{O}(\epsilon)$ for all times $t$ beyond the initial layer. A uniform $\mathcal{O}(\epsilon)$-approximation for all $t \in [0, T]$ for any $T > 0$ therefore requires that

$$M_2 = -A_{22}^{-1}A_{21}M_1,$$

in case of which the limiting equation (47) can be reduced to a reduced-order system for $x_1$ only, which is exactly the uncontrolled form of (18):

$$\begin{align*}
\dot{x}_1 &= (A_{11} - A_{12}A_{22}^{-1}A_{21})x_1, & x_1(0) &= M_1 z_0 \\
y &= (C_1 - C_2A_{22}^{-1}A_{21})x_1.
\end{align*}$$

\(^2\)Here $\epsilon$ plays either the role of the largest entry $\sigma_r$ of $\Sigma_2$, assuming that the entries of $\Sigma_1$ are $\mathcal{O}(1)$, or the ratio $\sigma_{r+1}/\sigma_r$ of the largest entry of $\Sigma_2$ and the smallest entry of $\Sigma_1$; cf. [15].
The fact that (50) is the unique best-approximation of the singularly perturbed system of equations (46) as $\epsilon \downarrow 0$ suggests that (44) reduces to (49) in some limit; this what we shall call the time scale separation scenario. The following can be shown by a formal asymptotic expansion of the solution to the Sylvester equation (28) and the Lyapunov equation (40) for the balanced observability Gramian in powers of $\epsilon$:

**Conjecture 3.** Let the matrix $A = A^\epsilon$ in (1) be of the form

$$A^\epsilon = \begin{pmatrix}
A_{11} & A_{12} \\
\frac{1}{\epsilon} A_{21} & \frac{1}{\epsilon} A_{22}
\end{pmatrix}. $$

Further let $M_2^* = M_2^{*\epsilon}$ be given by (44). Then, under the conditions of Theorem 2,

$$M_2^{*\epsilon} \to -A_{22}A_{21}M_1 \quad \text{as $\epsilon \downarrow 0$.}$$

We stress that the last statement—that we call a “Conjecture” rather than a “Theorem” as we do not provide a rigourous proof—is an asymptotic result, whereas Theorem 2 is not. As a consequence, setting $M_2 = M_2^*$ or even $M_2 = 0$ in (1) may lead to a smaller overall approximation error than $M_2 = -A_{22}A_{21}M_1$ for finite $\Sigma_2$. We will come back to this point in the discussion of the numerical example in Section 4.

**Balanced approximation of the auxiliary system.** Another idea to incorporate the initial conditions into the construction of the reduced order model is to balance the homogeneous control system (i.e. for $x_0 = 0$) and the auxiliary system (i.e. for $u = 0$) separately. This route has been taken in [4] for the case of balanced truncation. When the auxiliary system $(A, M, C, 0)$ is balanced, the error term $c_r$ in Theorem 2 simplifies according to

$$\tilde{c}_r = \sqrt{\text{tr} \left( \tilde{C}_2 \Sigma_2 \tilde{C}_2^T \right) + 2\text{tr} \left( \tilde{A}_{12} \Sigma_2 V_2 \right)},$$

where $V = (V_1^T, V_2^T) \in \mathbb{R}^{(r + (n-r)) \times r}$ is the solution of the Sylvester equation

$$\tilde{A}V + V \tilde{A}_1^T = -\tilde{M}_1 \tilde{M}_1^T,$$

and $\tilde{A}$, $\tilde{A}_{12}$, $\tilde{C}_2$, etc. denote the corresponding matrix blocks of the balanced auxiliary system $(A, M, C, 0)$. Note that $\tilde{\Sigma}_2 \neq \Sigma_2$ in general, since the latter is computed by balancing of the original system $(A, B, C, D)$ rather than the auxiliary system $(A, M, C, 0)$.

The simplified error term (53) that follows from Lemma 7.13 and Remark 7.2.3 in [2] has a suggestive interpretation: The first term represents the $H^2$ norm of the truncated subsystem, whereas the second term is twice the inner product between the off-diagonal entries of $\tilde{A}$ and $V_2$ weighted with the small Hankel singular values $\Sigma_2$. It is negligible whenever the balanced auxiliary system has small off-diagonal $\tilde{A}$-matrix entries or when $\Sigma_2$ is negligible. In particular, when $\tilde{M}_2 \approx 0$ in the balanced representation, then $\Sigma_2 \approx 0$ and therefore $\tilde{c}_r \approx 0$.

**Remark 3.** Although the idea of reducing the error due to the initial conditions by balancing the auxiliary system is appealing, this step comes at the additional numerical cost of computing another balancing transformation (including the inversion of $\tilde{A}_{22}$ to compute the Schur
complement). This step may be costly, especially if the matrix $M$ has large rank. We found that, in many cases, the error coming from the initial conditions is small, compared to the error coming from the control part, which is why we believe that the extra balancing step is usually not necessary. We illustrate this point in the next section.

4. Numerical illustration. We illustrate our theoretical findings with a numerical example and make some comparison with the related approaches [16] and [4]. To this end we consider the CD player system from the SLICOT library [9] with $n = 120$ degrees of freedom. To begin with we compare standard balanced truncation and the singular perturbation approximation of the system with homogeneous initial conditions $x = 0$. The left panel of Figure 1 shows the Hankel singular values (HSV) of the CD player system. We observe that the low-lying spectrum of HSV displays a significant gap between $\sigma_2$ and $\sigma_3$ where the HSV drop by about three orders of magnitude, so $r = 2$ will be our candidate for the rank of the reduced order system. The right panel of the figure shows the differences between the full and reduced transfer functions for balanced truncation (BT) and the singular perturbation approximation (SPA), and clearly illustrates the “reciprocal” approximation characteristics of the two methods: while the approximation error of the truncated transfer function

$$G_r(s) = C_1(sI - A_{11})^{-1}B_1$$

is lowest for high frequencies, the corresponding singular perturbation approximation $\hat{G}_r(s) = G_r(1/s)$ with

$$\hat{G}_r(s) = \hat{C}_1(sI - \hat{A}_{11})^{-1}\hat{B}_1$$

is good at approximating the low frequencies, i.e. the slow modes. The higher fidelity of the SPA at lower frequencies is in accordance with the interpretation of the SPA either as an averaging method or as a Padé approximation of the transfer function about the expansion point $s = 0$. By reciprocality, this means that balanced truncation is usually better in
Singular perturbation approximation with nonzero initial conditions. We will now look at the approximation for inhomogeneous initial conditions \( x_0 = Mz_0 \neq 0 \). To begin with, we set \( u = 0 \) and study approximations of \( \gamma(t) = C \exp(At)M \) by its rank-\( r \) approximants \( \gamma_r(t) \) for initial conditions that are \( O(1) \) with respect to the characteristic length scale of the system. Specifically, we consider a matrix \( M \in \mathbb{R}^{n \times k} \) with \( k \) between 1 and \( n = 120 \) and \( z_0 \in \mathbb{R}^k \) being a Gaussian random variable with mean zero and unit covariance. The right panel of Figure 2 shows the error \( |y(t) - y_r(t)| \) for a rank-2 approximation with a typical matrix \( M \) of column rank \( k = 3 \) for three different cases:

1. Case “SPA” shows the approximation for \( \tilde{\gamma}_r(t) = \tilde{C}_1 \exp(\tilde{A}_1 t)\tilde{M}_1 \) where the coefficients \( (\tilde{A}_{11}, \tilde{M}_1, \tilde{C}_1) \) are computed via balancing \( (A, B, C) \) according to Theorem 2.
2. Case “extended” refers to \( \gamma^e_r(t) = C^e_1 \exp(A^e_{11} t)M^e_1 \) that is computed from the extended system \( (A, (B \mid M), C) \) by balanced truncation, following the procedure of [16].
3. Case “balanced” refers to the balanced truncation of the auxiliary system \( (A, M, C) \).

In all three cases the relative \( L^2 \) norm over a time interval \([0,10]\) is about 4%, and different choices of \( M \) or \( z_0 \) yield consistent results, namely: that the three approximations of the semigroup \( \gamma(t) \) are very similar, which suggests that in our case the approximation is dominated by the matrix \( A \) and the gap in the Hankel singular value spectrum.
For the system at hand, this behaviour is remarkably robust, and the corresponding first 10 Hankel singular values that are shown in the left panel of Figure 2 do not change at all when \( k, \) the effective dimension of \( x_0, \) varies between \( k = 1 \) and \( k = n = 120. \) The same goes for the relative \( L^2 \) error of the auxiliary system that shows no significant differences between the different approximants. This behaviour can be explained by the strongly dissipative character of the system \((A, \cdot, C)\) that is induced by the eigenvalue of the matrix \( A \) with the largest real part and that completely dominates the exponential convergence towards the fixed point \( 0; \) it is a well-known fact from the theory of singularly perturbed differential equations (e.g. [26]) that an \( O(1) \) mismatch in the initial conditions between the original and the reduced system will result in a transient initial layer of length \( \sqrt{\epsilon}, \) in which the approximation error remains \( O(1) \) before it drops to \( O(\epsilon), \) where \( \epsilon \approx \sigma_{r+1}/\sigma_r. \) Since \( \sigma_{r+1}/\sigma_r \approx 10^{-3} \) in our case, it is neither advisable to include an extra balancing step in order to reduce the auxiliary part of the system nor to match the initial conditions. See also the discussion on page 9.

Even though we believe that this is observation is typical, we stress that there may be cases in which the fidelity of the reduced system is very sensitive to the particular \( B \) and \( M \) matrices, so that it may pay off to compute another balancing transformation for the auxiliary part in order to reduce the overall approximation error; adapting the error bound to this case is straightforward as is described on page 10; cf. also [4].

As the final step, we compute the \( L^2 \) bound of the difference between the output \( y \) of the original system and the output \( y_r \) of the SPA (50) with nonzero initial condition and \( u \neq 0 \) in the time-domain \([0, 50], \) and we compare it with the SPA error bound (26)–(27) derived in Theorem 2. We again choose random initial conditions \( x_0 = Mz_0 \) with \( M \in \mathbb{R}^{n \times k} \) having rank \( k = 3. \) The results are shown in Table 1 for various orders \( r \) of the SPA and clearly demonstrate convergence with increasing rank \( r. \) Note that even though the error bound seems
Table 1: Absolute and relative $L^2$ norm of $y - y_r$ and error bound for the CD player.

<table>
<thead>
<tr>
<th>$r$</th>
<th>rel. $L^2$ error</th>
<th>abs. $L^2$ error</th>
<th>error bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0147</td>
<td>16.7954</td>
<td>9.9553 · 10^2</td>
</tr>
<tr>
<td>4</td>
<td>0.0126</td>
<td>14.4464</td>
<td>2.438 · 10^3</td>
</tr>
<tr>
<td>8</td>
<td>0.0040</td>
<td>4.5866</td>
<td>1.417349</td>
</tr>
<tr>
<td>12</td>
<td>0.0032</td>
<td>3.6086</td>
<td>3.92650</td>
</tr>
<tr>
<td>24</td>
<td>0.0014</td>
<td>1.6194</td>
<td>4.0930</td>
</tr>
<tr>
<td>34</td>
<td>0.0005</td>
<td>0.5523</td>
<td>1.1649</td>
</tr>
</tbody>
</table>

to be rather conservative, given the true $L^2$ error, but it becomes asymptotically tighter as $r$ approaches the system dimension.

For further illustration, the left panel of Figure 3 shows a typical realisation of the full system and the reduced 2-dimensional SPA for a control

$$u(t) = 10^{-4} \exp(0.2t) (\sin(-40t), \cos(-40t))^T.$$  

The plot gives a visual confirmation of the good fidelity of the SPA and again illustrates the short initial boundary layer for $t$ between 0 and approximately 0.1 that is caused by the mismatch in the initial conditions.

5. Conclusions. In this article, we have derived an infinite time-horizon $L^2$ error for the singular perturbation approximation of linear control systems with nonzero initial conditions.

The error bound augments the usual balanced truncation error bound for the SPA of linear systems with zero initial conditions. The extra error contribution comes in form of the $H^2$ norm difference between the corresponding homogeneous (i.e., control-free) flow maps and can be computed by solving a matrix Sylvester equation. That is computing the error bound comes at little additional numerical cost, compared to computing the balancing transformation, in particular we balancing transformation is computed only for the state space system, without the taking into account the initial condition. Generally, the augmented error bound is relatively conservative, but so is the usual balanced truncation error bound for systems with zero initial conditions, and indeed the error term coming from the initial condition is roughly of the same order of magnitude as the original balanced truncation bound.

Appendix A. The reciprocal system. In this section we introduce the reciprocal system and discuss some properties of its transfer function. To this end let $x_0 = 0$ in (1). The reciprocal system to (1) is defined as

(57) \[
\frac{dx}{dt} = \hat{A}x + \hat{B}u, \quad \hat{x}(t_0) = \hat{x}_0 \\
\hat{y} = \hat{C}\hat{x} + \hat{D}u
\]

with the coefficients

(58) \[
\hat{A} = A^{-1}, \quad \hat{B} = A^{-1}B, \quad \hat{C} = -CA^{-1}, \quad \hat{D} = D - CA^{-1}B
\]
and initial condition

\begin{equation}
\hat{x}_0 = 0.
\end{equation}

The next two auxiliary lemmas (see e.g. [22, 32]) explain the idea behind reciprocality. We sketch the proofs for the readers’ convenience.

**Lemma 4.** The system \((A, B, C, D)\) is balanced and stable with Hankel singular values \(\Sigma\) if and only if the reciprocal system \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) is balanced and stable with the same Hankel singular values \(\Sigma\).

**Proof.** If \((1)\) is balanced, its coefficients satisfy the pair of Lyapunov equations (2) with \(W_c = \Sigma = W_o\) where \(\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_n)\). Multiplying the first equation in (2) from the left by \(A^{-1}\) and from the right by \(A^{-T}\), we see that the pair \((\hat{A}, \hat{B})\) solves the same Lyapunov equation as the pair \((A, B)\) for \(W_c = \Sigma\). By a similar argument, it follows that the matrix pairs \((\hat{A}, \hat{C})\) and \((A, C)\) solve the same Lyapunov equation for \(W_o = \Sigma\). \(\Box\)

**Lemma 5.** Let \(\hat{G}\) be the transfer function of the reciprocal system (57) with zero initial conditions \(\hat{x}_0 = 0\). Then

\begin{equation}
\hat{G}(s) = G(1/s).
\end{equation}

**Proof.** Since \(A\) is invertible, a simple calculation shows that

\[
G(s) = C(sI - A)^{-1}AA^{-1}B + D = C(s^{-1}I - A^{-1})^{-1}A^{-1}B + D = -C(s^{-1}I - A^{-1} + A^{-1})^{-1}A^{-1}B + D = -CA^{-1}(s^{-1}I - A^{-1})^{-1}A^{-1}B + D - CA^{-1}B = \hat{C}(s^{-1}I - \hat{A})^{-1}\hat{B} + \hat{D}
\]

As a consequence of the previous lemmas, the reduced system

\begin{equation}
\frac{d\hat{x}_r}{dt} = \hat{A}_{11}\hat{x}_r + \hat{B}_1u, \quad \hat{x}_r(0) = 0
\end{equation}

\[
\hat{y}_r = \hat{C}_1\hat{x}_r + \hat{D}_1u
\]

with coefficients

\begin{equation}
\hat{A}_{11} = (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}
\end{equation}

\[
\hat{B}_1 = (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}(B_1 - A_{12}A_{22}^{-1}B_2)
\]

\[
\hat{C}_1 = -(C_1 - C_2A_{22}^{-1}A_{21})(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}
\]

\[
\hat{D}_1 = D - CA^{-1}B,
\]

reciprocal to the SPA (10). Note that the coefficients \((\hat{A}_{11}, \hat{B}_1, \hat{C}_1, \hat{D}_1)\) are simply the truncated version of the system \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) where \(\hat{D}_1 = \hat{D}\) and the Schur complement-like expressions for the truncated coefficients follow from the properties of inverses of partitioned
matrices (see e.g. [30, Sec. 9.1.3]). The particular form of \( \hat{D}_1 \) entails reciprocality between (10) and (61) since

\[
\hat{D}_1 - \hat{C}_1 \hat{A}_{11}^{-1} \hat{B}_1 = \hat{D}_1 + C A^{-1} B - C_2 A_{22}^{-1} B_2 = D - C_2 A_{22}^{-1} B_2,
\]

as a consequence of which we recover

\[
\tilde{A}_1 = \hat{A}_{11}^{-1}, \quad \tilde{B}_1 = \hat{A}_{11}^{-1} \hat{B}_1, \quad \tilde{C}_1 = \hat{C}_1 \hat{A}_{11}^{-1}, \quad \tilde{D}_1 = \hat{D}_1 - \hat{C}_1 \hat{A}_{11}^{-1} \hat{B}_1
\]

as the coefficients of the SPA (10). Another (nontrivial) consequence is that the reciprocality relation entails the known error bound of Theorem 1 for the singular perturbation approximation (10), specifically, for the difference \( G - \bar{G}_r \) (see [22, Thm. 3.2] for further details):

**Corollary 6.** Under the previous assumptions, it holds that

\[
\|G - \bar{G}_r\|_{H^\infty} \leq 2 \text{tr}(\Sigma_2).
\]

**Proof.** Using the reciprocality relations with \( s^{-1} = -i \omega \) for \( s = i \omega \), it follows that

\[
\begin{align*}
\|G(i \omega) - \bar{G}_r(i \omega)\|_2 &= \|G(i \omega) - \bar{G}(-i \omega) + \bar{G}(-i \omega) - \bar{G}_r(-i \omega) + \bar{G}_r(-i \omega) - \bar{G}_r(i \omega)\|_2 \\
&\leq \|G(i \omega) - \bar{G}(-i \omega)\|_2 + \|\bar{G}(-i \omega) - \bar{G}_r(-i \omega)\|_2 + \|\bar{G}_r(-i \omega) - \bar{G}_r(i \omega)\|_2 \\
&= \|\bar{G}(-i \omega) - \bar{G}_r(-i \omega)\|_2.
\end{align*}
\]

Theorem 1 thus implies that

\[
\|G - \bar{G}_r\|_{H^\infty} \leq \|\hat{G} - \hat{G}_r\|_{H^\infty} \leq 2 \text{tr}(\Sigma_2).
\]
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